
Chapter 10

Affect, decision-making, and value�: 
neural and psychological mechanisms

Peter Sokol-Hessner and Elizabeth A. Phelps

Interactions between affect and decision-making
To examine the intersection of affect, value, and decision-making, we begin with the ques-
tion “What is the role of affect in decision-making?” Though appealing in its simplicity, 
this question is rooted in the classic dual-process models of “emotion” and “cognition” 
(e.g., Cohen 2005), implicitly assuming that “affect” is a singular construct with a singular 
role in altering “decision-making.” There are three primary reasons that this question is 
ultimately unsatisfying.

First, the word “affect” describes a broad category that covers many phenomena differ-
ent in their origins, time scale, and consequences (Scherer 2005). In fact, the definition 
of emotion, and emotion theory in general, is an active area of research. Some theories 
consider emotion to be a collection of component processes, each of which captures an 
objectively distinct piece of the emotional experience (e.g., bodily physiological reactions, 
facial expressions, subjective feelings, etc.; Scherer 2005), while others propose definitions 
centering on concepts of core affective responses interacting with appraisals and contexts 
(Barrett 2006) or take a more functionalist view (Farb et al. 2013). Regardless of the spe-
cific definition, we can certainly conclude that emotion does not live on a single axis, and 
is not a unitary construct. To consider emotion, we must therefore consider the parts or 
components of emotion.

Second, our original question, as phrased, ignores the growing neuroscience of emotion 
and cognition. This literature highlights the emerging understanding of both emotions and 
cognitive function as distributed across different brain regions. Evidence for this comes 
not only from neuroimaging studies (Lindquist et al. 2012), but also from lesion (Feinstein 
2013) and single-neuron recording studies (Salzman and Fusi 2010). These find that cells 
or regions of the brain involved in “emotion” are not separate from cells or regions related 
to “cognitive” functions. In other words, neuroscientific data suggest that “emotion” and 
“cognition” are not separate systems in the brain. Rather, their shared substrates suggest 
that we should think in terms of interrelated networks and their functions instead of the 
classic, but ultimately less truthful, dichotomous labels of “emotion” and “cognition.”

Third, decision-making is also multi-faceted and complex. Though this may seem a 
basic point, its consequence is that we should expect not a single shift in decision-making 

10-Brosch-Chap10.indd   197 16/06/15   2:07 PM

OUP-FIRST UNCORRECTED PROOF, June 16, 2015



Affect, decision-making, and value198

(i.e., toward the “irrational”), but rather changes in specific processes that contribute to 
decision-making. This logically follows from the observation that option values are not 
all computed in exactly the same way. Sometimes an option will entail risk; other times, 
weighing losses against gains; or balancing fairness in an interpersonal interaction. Es-
pecially in recent years, studies have begun to dissociate these and other processes that 
underlie the computation of value, and thus the ways in which different option attributes 
shape the choices made about those options. This means that the ways in which affect and 
decision-making interact will be characterized not only by the affective dimension at play, 
but by the computations being used in the context at hand to make a choice.

Taking these three points into account, we can re-define our question. Attempting to 
address the many dimensions of affect, the neuroscience suggesting that emotion and cog-
nition are not truly separable, and an appreciation for the complexity of decision-making, 
we propose a revised question: “How do different components of affect and emotion rep-
resent or modulate specific decision-making processes and their neural mechanisms?” 
Note that this asks not how emotion changes decisions, but how components of emotion 
might represent and/or modulate decision processes. This is the difference between ask-
ing how drugs change a cough, and how a particular antibiotic chemically interferes with 
infectious bacterial growth. By being more specific in our question, we only improve our 
ability to answer it.

This chapter will be organized around two main approaches taken in the literature to 
studying the interactions between emotion and decision-making. The first, correlational 
approach, is to measure affect and relate it to the variables at hand and the decisions made; 
the second is to introduce stimuli or contexts that evoke emotional responses, and exam-
ine how choices change as a result of that intervention.

The studies we include in this chapter generally meet three criteria. First, as we are exam-
ining the neuroscience of interactions between affect, value, and decision-making, the 
studies must be part of a literature contributing to our understanding of the neural mech-
anisms underlying these interactions. Second, they include measurement or manipulation 
of affect. In particular, when we use the word “emotion” here, we will be doing so mostly in 
the sense captured in Scherer (2005)—as a collection of discrete, short-lived, coordinated 
responses to an event of significance. These responses could include bodily physiological 
responses (e.g., measurements of arousal), reported subjective feelings (like anger or dis-
gust), emotional expressions (e.g., a fearful face), or cognitive appraisals (the interpret-
ation of an event), among others. We will also examine moods and stress responses, which 
while sometimes not considered discrete “emotions” due to their longer timescales and 
diffuse focus (Scherer 2005), still fall under the umbrella term of affect. Third, the studies 
must include observations of some kind of decision over options that differ in their sub-
jective value, or utility to the decision-maker.

In the studies we consider, we will endeavor to identify some of the roles of affect in 
decision-making in terms of the processes and neural mechanisms modulated by affect, and 
when possible, the specific ways affect contributes to the assessment of value. In domains 
other than decision-making, as the interactions between emotions and more classically 
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“cognitive” processes have been investigated, a consistent pattern has emerged in which the 
role of emotion is one of modulation—that is, changes in emotions are linked to changes in 
specific processes that define those domains. For example, emotions can act in perception 
to sharpen or broaden attention (Phelps et al. 2006), or in memory they can enhance the 
subjective confidence associated with a memory (Poldrack et al. 2008) or the consolidation 
of the memory itself (LaBar and Cabeza 2006). As we will see, such a modulatory perspec-
tive makes sense in the context of decision-making as well (Phelps et al. 2014).

We begin by discussing “assessed emotion,” a category of research largely characterized 
by the measurement of components of discrete emotional responses during otherwise un-
manipulated decision-making tasks.

Assessed emotion
Three main types of paradigms have dominated the literature examining the links between 
discrete emotional responses and value-based decision-making. The first set of paradigms 
has focused on gambling, in the casino sense, by simulating slot machines, also known 
as electronic gambling machines (EGMs). Understandably, studies in this category have 
largely been concerned with the clinical implications of emotion’s role in gambling by 
examining the factors that drive continued gambling despite the relative rareness of re-
inforcing wins. The second dominant paradigm has examined emotions in the context of 
what might be termed “risky decision-making.” These tasks, many of which borrow from 
behavioral economics, generally present participants with multiple options characterized 
by potential gains or losses and their associated probabilities of occurrence. In contrast to 
the focus of EGM studies, studies of risky decision-making instead examine processes or 
variables related to the choice at hand (for example, loss aversion, risk, volatility, etc.), with 
the aim of understanding the basic motivations that drive choices under risk. Finally, the 
third paradigm type considers decisions in social contexts. In these studies, participants 
generally play simplified, highly stylized monetary games that are designed to isolate vari-
ous aspects of interpersonal interactions, such as punishment, social loss, or trust. We will 
consider each of these dominant approaches in turn.

In neuroscience, a large and growing literature has highlighted the roles of the insula and 
the ventromedial prefrontal or orbitofrontal cortex in representing value, and the striatum 
as integrating value with action (see Bartra et al. 2013 for a review). As we will see later in 
this chapter, activity in these regions has been found to scale with components of emotions 
as well, including self-reported subjective feelings (like the desire to play a game), as well 
as discrete arousal responses like the skin conductance response (an increase in the elec-
trical conductivity of the skin over several seconds driven by activity in the “fight or flight” 
sympathetic nervous system).

Gambling

The paradigms researching gambling behavior have used real slot machines or EGMs 
(Wilkes et al. 2009; Wilkes et al. 2010) or have aimed to replicate the experience of EGMs 
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in a simpler structure (e.g., Clark et al. 2009). In a typical simulated version of these games, 
participants are presented with two “wheels,” each with six distinct objects. Participants 
select one object on the left wheel, after which the right wheel spins. If the two wheels line 
up, participants win some amount of money (a “win”). If the wheels are one object away 
from lining up (a “near-miss”) or more (a “full-miss”), participants do not win anything. 
The decision to persevere in this kind of game is of strong clinical relevance, as problem 
gambling is associated with clinically significant disorders that incur very real societal 
costs (Potenza 2006).

Studies combining EGM tasks with the measurement of emotions have found a pattern 
of results consistent with a role for emotional responses in reinforcing game play. There are 
two sources of evidence for this—discrete arousal responses, and the self-reported desire 
to continue playing. One of the most common measurements of arousal is the transient in-
crease in the conductivity of the skin as the sympathetic (“fight or flight”) nervous system 
increases sweat gland output. This brief increase in conductance is called the skin con-
ductance response, or SCR. In EGM-like tasks, arousal responses appear focused on the 
positive aspects of gameplay: participants experience elevated SCRs at the time of outcome 
when they win, but not when they lose or miss (Lole et al. 2011; Wilkes et al. 2009; Wilkes 
et al. 2010) (though see Studer and Clark 2011). There may also be changes in measures 
like heart rate (Wilkes et al. 2009), but the evidence on this point is more mixed (Wilkes 
et al. 2010), and may reflect a combination of anticipation and outcomes (Lole et al. 2011). 
These findings suggest that when the structure of the task makes non-wins or losses less 
salient, responses to wins may instead dominate behavior, and could thus drive choices to 
continue to play.

Though objectively there are only wins and misses in EGM games, a number of studies 
have made a convincing case that “near-misses” also play a critical role in encouraging 
gambling by altering participants’ reported subjective feelings. Studies that separated 
near-misses from full-misses and wins found that relative to wins (which increased de-
sire to play and were rated as pleasurable), full-misses decreased desire to play and were 
unpleasant. However, while near-misses felt even more unpleasant than full-misses, they 
paradoxically increased the desire to play the game (Clark et al. 2009; Clark et al. 2012; 
Clark et al. 2014). Near-misses have also been found to elicit SCRs, which, while less than 
those to wins, are greater than those to full-misses, which result in no response at all (Clark 
et al. 2012). Importantly, these physiological responses to, and desire to, continue playing 
after near-misses appear to arise only in contexts in which participants are able to exert 
control—that is, when they physically participate in play (Clark et al. 2009; Clark et al. 
2012; Clark et al. 2014), and may be related to an increased perceived chance of winning 
resulting from active choice (Clark et al. 2009; Clark et al. 2012; Clark et al. 2014; see also 
Langer 1975).

In probing the underlying neural mechanisms that drive EGM play and the near-
miss effects, studies using functional magnetic resonance imaging (fMRI; Clark et al. 
2009) and patients with focal brain lesions performing these tasks (Clark et al. 2014) 
have converged to suggest that the underlying neural mechanisms may include the 
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striatum and the insula in mediating the effect of near-misses on EGM behavior. The 
insula’s role, in particular, accords with previous research tying insula activity to crav-
ings in addition (Naqvi and Bechara 2010), physiological arousal responses (Critchley 
et al. 2000), and the sensation of internal bodily states, or “interoception” (Craig 2009; 
Critchley et al. 2004; Khalsa et al. 2009). The insula exhibits a salience-like signal in 
response to value, increasing for both greater gains and losses (Bartra et  al. 2013), 
which may have the effect in gambling behavior of increasing the salience of positive or 
near-positive events, as these dominate behavior generally. However, as only a couple 
of studies have examined the neural correlates of EGM behavior, the precise functional 
roles of the insula and the striatum in mediating the responses to near-miss outcomes 
are as yet unclear. Future studies will hopefully deconstruct some of the processes that 
drive the desire to play and begin to ascribe those processes to specific underlying 
neural mechanisms.

Finally, there is some empirical evidence that gambling behavior in such experimental 
contexts is related to real-world pathology. First, measurements of insula activity during 
near-miss outcomes in the simulated EGM were found to correlate with a measure of 
participants’ errant cognitions surrounding gambles (e.g., whether they felt that their ac-
tive participation in a game of chance increased the probability of winning) (Clark et al. 
2009; though unilateral lesions to the insula did not significantly reduce such explicit 
cognitions: Clark et al. 2014), suggesting that the insula may contribute to the irrational 
cognitions surrounding gambling behavior through altered subjective perception of prob-
abilities and outcomes. Second, and more generally, it’s possible that long-term emotional 
adaptation may dampen the power of emotions in problem gamblers. In a study with 
both recreational and problem gamblers, problem gamblers were found to exhibit blunted 
stress responses (as measured by the hormone cortisol) to arousing videos (one of which 
featured gambling, and the other of which featured rollercoasters), implying a general 
reduction in intensity of responses to arousing events (Paris et  al. 2009). If emotional 
responses to discrete events encourage gambling by signaling positive outcomes (or prox-
imity to them), blunted responses to those events may have an additive effect, encouraging 
more gambling in an effort to attain similar levels of physiological responses. However, the 
extant research on this topic is correlational in nature, making it impossible to disentangle 
at this time whether such decreased responses result from, or cause, pathological levels of 
gambling.

The role of emotion in casino-like gambling scenarios seems best characterized by 
a focus on positive events, mediated by insula (and maybe striatal) activity. Critic-
ally, this focus extends to objectively negative “near-miss” events that are subjectively 
perceived as “close” to positive events. These near-miss events may have a particu-
larly central role in gambling behavior, as their occurrence is related to an increased 
desire to continue playing, relative to full-misses. Any theory of gambling behavior 
will benefit from incorporating this focus of emotional arousal on positive and near-
positive events in explaining why people gamble with the intensity they do, and how 
to change it.
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Risky decision-making

Despite a similar underlying mathematical structure and focus on monetary outcomes, a 
category of paradigms that we will call “risky decision-making” has found very different 
roles for emotion in contributing to value and shaping choices. The experimental para-
digms in this category generally involve selections amongst multiple options with clearly 
defined gains and/or losses that occur with known or learned probabilities. This emphasis 
on value and probability is paired with meaningful choices between options with different 
objective attributes, and differs from EGM studies’ emphasis on subjective framing effects 
(like near-misses), and lack of true multiple options to evaluate and decide between (e.g., 
different objects on a slot machine wheel do not have objectively different probabilities of 
success if selected). Having established that the influence of emotion in EGM tasks tends 
to be on positive events and continued play, we now examine how that pattern changes in 
“risky choice” scenarios.

One of the earliest studies to measure emotional responses during decision-making 
measured skin conductance responses during the classic Iowa Gambling Task (IGT; 
Bechara et al. 1997). Researchers found that anticipatory skin conductance responses pre-
dicted subsequent avoidance of decision options that would ultimately yield a net loss if 
repeatedly selected, suggesting that emotional responses served as warnings of possible 
negative consequences in the game. Patients with amygdala and ventromedial prefrontal 
cortex (VMPFC) damage failed to generate anticipatory SCRs and subsequently anticipate 
and avoid net negative decision options (Bechara et al. 1999), suggesting that both brain 
regions were necessary to integrate avoidance signals with action. More recently, other 
studies have used similar games and generally confirmed that differentially greater arousal 
to “bad” options predicts the subsequent avoidance of those options (Dunn et al. 2010). 
Though numerous critiques have exposed issues with the IGT (Fellows and Farah 2005; 
Maia and McClelland 2004) and the related somatic marker hypothesis (LeDoux and 
Gorman 2001), Bechara et al. (1997) remain one of the first to have objectively measured 
a component of emotions, the arousal response, and related it to decision-making. Un-
fortunately, the IGT does not allow the quantitative decomposition of decision behavior 
into separate processes, with the consequence that any inferences about arousal’s role are 
limited by the multiple confounded valuation and decision processes at work. If the meas-
ure of decision behavior is only the number of risky options selected (as has been the case 
in many decision-making studies), then it naturally follows that anything that changes the 
number of risky selections (including risk, ambiguity, learning, gain–loss weighting, prob-
ability weighting, or consistency across choices, depending on the task) is unavoidably 
confounded, as in the IGT. The solution to this problem is a quantitative, mathematical 
model of the processes-driving choices, combined with a decision task that allows the sep-
aration of the model’s components.

Such quantitative approaches to decision-making have recently enabled precise analysis 
of the relationship between emotional responses and value. One set of studies using such 
quantitative analysis has focused on the phenomenon of loss aversion (Sokol-Hessner 
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et al. 2009; Sokol-Hessner et al. 2013a; Sokol-Hessner et al. 2014), defined as an over-
weighting of potential losses relative to gains of equivalent size. In these experiments, par-
ticipants choose between risky gambles and guaranteed alternatives. For example, in a 
choice between a gamble with an equal chance of receiving +$9 or –$6, and an alternative 
of $0 (neither winning nor losing), consistently rejecting the gamble in favor of $0 would 
suggest that loss dollars were weighted at least 1.5 times as much as gain dollars. That 
relative weighting is captured in the multiplicative parameter λ, the loss aversion coeffi-
cient (e.g., in this example, λ would be ≥1.5 so that -$6 × λ would be greater in absolute 
magnitude than +$9). By examining choices made over many similar options with slightly 
different amounts in the gamble and guaranteed alternative, it’s possible to estimate each 
individual’s unique λ. By additionally including choices between options that only con-
tained gains (e.g., a large, risky gain versus a smaller certain gain), risk attitudes (a dislike 
of chance relative to certainty) can be separated from loss aversion, as risk is involved in 
both the former and latter kinds of choices, but loss aversion only affects the former. Fi-
nally, risk and loss aversion could be separated from noisiness in the decision process (how 
consistent participants are across choices) by asking participants to make many similar 
choices. Using this carefully constructed choice set and a model of the decision process, 
these studies were able to separate these easily and commonly confounded processes.

The first study to use the above task and model measured the arousal component of emo-
tions by recording SCRs as participants won or lost money in the task (Sokol-Hessner et al. 
2009). Examining SCRs to wins and losses, the authors found that the skin conductance 
response per dollar lost was greater than that per dollar won, and that this relative over-
arousal to losses correlated with each individuals’ weighting of potential losses relative to 
gains in their choices, as quantified by λ. Importantly, this correlation was selective—SCRs 
to gains and losses did not correlate with risk attitudes or choice consistency.

Neuroimaging studies of this task and a slightly different, but similar task, have found 
that activity in the striatum reliably reflects the subjective expected value of the gamble 
under consideration (Sokol-Hessner et al. 2013a; Tom et al. 2007), consistent with a role of 
the striatum in integrating value with action. However, fMRI of the outcome period found 
that amygdala activity to losses relative to gains correlated with individuals’ behavioral 
loss aversion (Sokol-Hessner et al. 2013a), just as SCRs to losses relative to gains correlated 
with loss aversion (Sokol-Hessner et al. 2009). A case study in which patients with lesions 
to the amygdala performed a similar gambling task also found less loss aversion in those 
patients, suggesting the necessity of the amygdala to loss aversion (De Martino et al. 2010). 
Since the amygdala is known to mediate arousal responses in other domains (Garavan 
et al. 2001; Glascher and Adolphs 2003; Williams et al. 2001), and contribute to the com-
putation of value in other regions (Rudebeck et al. 2013), these findings thus suggest the 
working hypothesis that amygdala-mediated arousal responses at outcome may drive stri-
atally mediated decisions to avoid losses. This hypothesized amygdala–striatal avoidance 
circuit directly parallels that observed elsewhere, in which the amygdala has been found to 
mediate avoidance actions via its projections to the striatum (LeDoux and Gorman 2001), 
and modulate memory by altering activity in the striatum and hippocampus (McGaugh 
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2004). In the latter case, the amygdala’s modulatory effects were found to rely critically 
on noradrenaline, such that blocking noradrenergic receptors had the effect of prevent-
ing the modulation of downstream memory systems like the striatum. To test whether 
a noradrenergic system also supported the relationship between the amygdala and loss 
aversion, Sokol-Hessner et al. (2013b) administered the noradrenergic receptor antagonist 
propranolol in a double-blind, within-subjects design and found that it selectively reduced 
loss aversion without affecting risk aversion or choice consistency. This suggests that a 
domain-general modulatory system exists in which amygdala-mediated arousal responses 
drive avoidance actions via noradrenergic projections to the striatum.

Note that this relationship between arousal and decision-making in mediating 
avoidance-related behavior in risky decision-making contrasts with the relationship be-
tween arousal and decision-making identified in studies using EGMs. In those studies, 
arousal-related responses are related to increased engagement, and so we should expect 
some divergence in their underlying neural basis (e.g., the effects of emotion may be me-
diated by interactions between the insula and the striatum).

To the extent to which laboratory studies benefit from being tightly controlled and 
designed, they are also distanced from the ecological validity associated with “real life” 
choices. Field studies attempt to bridge this gap. One excellent example was a study in 
which various physiological measurements were recorded from professional securities 
traders during live trading sessions (Lo and Repin 2002). The authors recorded skin con-
ductance, cardiovascular variables, respiration, and body temperature during trader’s de-
cisions in the course of real, unplanned market fluctuations. The authors found greater 
cardiovascular responses and more SCRs both in response to discrete market events and 
during periods of heightened market volatility. While the complexity of market events 
leaves it unclear what precise decision-related information these physiological variables 
represented, this study strongly argues that emotion doesn’t just play a role in naive par-
ticipants’ decision-making in laboratory tasks, but in the real world, with experienced 
decision-makers in complex contexts.

Social interactions

The emphasis of emotional responses on negative events within the context of risky deci-
sions (and hence avoidance-related behaviors like loss aversion) appears to extend to the 
social domain, in which studies have found that emotional responses generally guide ac-
tions like rejection or punishment.

An early neuroimaging study scanned people using fMRI to identify regions of the brain 
involved in the “Ultimatum Game” (U.G.). In the U.G., “proposers” are endowed with a 
sum of money. They can then split that money between themselves and a “responder” who 
is given veto power over the split. If the responder dislikes the split and chooses to exer-
cise their veto, neither the proposer nor the responder receives any money. Otherwise, the 
money is apportioned as proposed. The authors scanned responders, and found differen-
tially greater activity in the insula, among other regions, to unfair versus fair offers—but 
only when that offer was made by a human proposer. This unique pattern suggests that 
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insula activity indexes the subjective unfairness of the offer, and not just its monetary 
value. In line with this interpretation, greater activity in the anterior insula also correlated 
with the probability of offer rejection. This general pattern of insula activity has since been 
replicated in multiple studies (e.g., Grecucci et al. 2012; Kirk et al. 2011), and may be re-
lated to the insula’s aforementioned putative role in interoception (Craig 2009; Critchley, 
et al. 2004; Khalsa et al. 2009) and value salience (Bartra et al. 2013).

One of the limitations of neuroimaging in the study of affect is that a change in brain 
activity cannot be taken as evidence of affect due to the problem of reverse inference (Pol-
drack 2011). In order to identify whether affect is present, affect must be measured. One of 
the earliest studies to do so in social interactive games used the “Ultimatum Game” (van ‘T 
Wout et al. 2006). The authors found that SCRs were greater to unfair versus fair offers, but 
only if the opponent was human—just as in previous imaging findings (Sanfey et al. 2003). 
Responses to offers from a computer were not affected by the fairness of the offer. Critic-
ally, these arousal responses were also related to behavior: the magnitude of the differential 
SCR to unfair vs. fair offers was positively correlated with rejection behavior, a pattern 
reminiscent of avoidance behaviors in the risky choice domain (Bechara et al. 1997; Dunn 
et al. 2010; Sokol-Hessner et al. 2009). That there was no differential arousal when the U.G. 
proposer was a computer suggests that some aspects of value, and the emotional responses 
related to it, can be selectively and powerfully motivated by social contexts.

Social interactions are complex, not only in the structure of the interaction, but in the 
people interacting. While Sanfey et al. (2003) and van ‘T Wout et al. (2006) examined how 
emotional responses to unfair offers shaped decisions, other research has focused on how 
our perception of others can shape the decisions we make about them (Stanley et al. 2011). 
In this study, individuals played a “trust game.” In the classic trust game (T.G.), Player A 
is endowed with money and must decide how much of that money to send to Player B. 
Whatever money is sent to B is quadrupled in value. Player B then decides how much of 
that increased amount to send back to A, after which the game ends. Because the money 
sent from A to B increases so much in value, A has an incentive to send that money to B, 
so long as she trusts B to share it back. Participants in Stanley et al. (2011) played a series 
of one-shot games as Player A. On each trial they were matched with a different Player 
B, of whom they were shown a facial photo. Crucially, on the trials of interest, Player Bs 
were either black or white. After the T.G., participants then completed a test measuring 
their implicit associations with black and white races called the Implicit Association Test 
(IAT). In this IAT, participants faced a stream of words and faces, and had to categorize 
words as pleasant or unpleasant, and faces as white or black—but participants had only 
two buttons to do so. In one portion of the IAT, one button was used to indicate pleasant 
words and white faces, while the other button was used for unpleasant words and black 
faces; in the other portion of the IAT, one button was used for pleasant/black and one 
button for unpleasant/white. Empirically, people tend to sort words and faces faster and 
with fewer errors in the first mapping (white/pleasant and black/unpleasant) compared 
to the second (black/pleasant and white/unpleasant). The extent of this difference quan-
tifies the bias in the implicit associations individuals make with these racial groups. In 
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Stanley et al. (2011), the authors asked whether this affective variable measuring implicit 
attitudes was related to how much participants chose to trust their partners in the T.G., and 
found a strong correlation—the more participants had an anti-black/pro-white bias, the 
less money they shared with black partners compared to white partners. Crucially, the au-
thors also assessed participants’ explicit beliefs and associations with both black and white 
racial groups (i.e., those they explicitly reported), and even when taking those beliefs into 
account, the relationship between the IAT and trusting behavior held. When this task was 
performed during fMRI, amygdala activity was found to scale with the amount of money 
offered, more strongly for black partners than white partners, while activity in the striatum 
reflected the racial difference in decisions to trust the partner (Stanley et al. 2012). This 
suggested a model in which the amygdala coded the racial identity of the partner while 
the striatum represented and integrated action with overall value, in a direct parallel to the 
amygdala–striatal modulatory circuit discussed above (LeDoux and Gorman, 2001; Mc-
Gaugh 2004; Sokol-Hessner et al. 2013a). Clearly, when understanding value and emotion 
in social contexts, we must take into account not only what is happening (e.g., fairness), 
but who is interacting, and how they perceive one another both explicitly and implicitly. 
The valenced associations we hold with those individuals and with their social groups (ra-
cial group, but also age, gender, etc.) can dramatically shape how we perceive value, and 
how we behave toward those individuals.

Conclusion

The studies in this section have all attempted to measure some aspect of our affective ex-
perience and then connect those measures to a decision-making process or phenomenon. 
While studies of casino-like gambling find that emotional responses to positive events 
dominate, and that those responses may drive more gambling, studies of risky decision-
making and interpersonal interactions both find a clear role for discrete emotions in 
signaling negative events and driving behaviors broadly associated with avoidance or re-
jection. The contrast of the findings in these areas highlights the need for more study, and 
the importance of contextual factors in shaping when and how emotions contribute to 
decision-making.

Differences aside, one recurrent theme has been the emotional response as a signal used 
by the decision-maker. This conceptualization suggests that the ability to clearly and ac-
curately perceive the signal may also be a variable of interest. Perceiving one’s own internal 
bodily state is referred to as “interoception.” A number of studies have recently examined 
interoception and related it to decision-making. Although they do not measure affective 
variables during the decision process, studies that show correlations between interocep-
tion and decision behavior provide indirect evidence for a role for emotion. Evidence for 
such a relationship has emerged relating interoception to decision performance in tasks 
similar to the Iowa Gambling Task (Dunn et al. 2010; Werner et al. 2009), to loss aversion 
in risky monetary decision-making (Sokol-Hessner et al. 2014), and to rejection behavior 
in the ultimatum game (Dunn et al. 2012). In some cases, better interoception has been 
found to mediate the relationship between arousal responses and behavior such that the 
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relationship only exists for good interoceptors (Dunn et al. 2010; Dunn et al. 2012), while 
in other cases, interoception is a simple linear predictor of behavior (Sokol-Hessner et al. 
2014; Werner et al. 2009). Understanding the extent to which affective variables are not 
only generated but perceived is clearly going to be important in future studies of the roles 
of emotion in decision-making.

Introducing and changing affect
Though measuring emotional responses during unperturbed decision-making is an ef-
fective way of identifying correlations between affect and estimates of value, an alternative 
option is to introduce or alter affective states, stimuli, or responses, and examine how 
choices change. Studies taking this approach fall into three main categories. In the first, 
manipulations are used to create incidental affective states with long temporal timescales, 
on the order of minutes to tens of minutes—like sad or angry moods or stress responses. 
These studies often feature between-subjects designs using an induction of some kind 
followed by a decision task. The second category of manipulation introduces emotional 
primes, like angry or happy faces, that then affect other, nominally unrelated value- and 
decision-related processes driving the choices at hand. Both of these first two categor-
ies involve experimenter-introduced incidental affective variables. In contrast, the third 
and final type of manipulation leverages the central role cognitive appraisals play in affect 
(Ochsner and Gross 2008; Scherer 2005) to change existing affective responses, asking 
participants to use cognitive strategies to endogenously alter their emotional responses, 
and thus change their choices.

Mood

Moods are defined as diffuse affective states that typically occur on a scale of tens of 
minutes, have no precise focus (e.g., aren’t necessarily in response to an event), and are 
relatively low in intensity despite their long duration (Scherer 2005). One of the most 
straightforward ways to induce such a state in the laboratory is to view film clips featuring 
emotional content. In one of the first studies to demonstrate the power of mood, parti-
cipants watched film clips that led to self-reported feelings of sadness or of disgust, or a 
neutral clip (Lerner et al. 2004). Afterwards, participants were either given a set of high-
lighters and asked how much money they would require to sell them (their selling price), 
or asked to choose between highlighters and money (their “choosing” price). When these 
objectively identical questions are posed this way, the classic finding, replicated in the neu-
tral condition, is that the selling price is higher than the choosing price (Kahneman et al. 
1991). The induced moods, however, led to different price patterns. When sad, the endow-
ment effect was reversed, leading to higher choosing prices than selling prices. The authors 
interpreted this as a consequence of a mood-related desire (called an “action tendency”) to 
change participants’ circumstances that selectively lowered the value of endowed goods, 
thereby promoting the acquisition of new things. Disgust, on the other hand, reduced both 
choosing and selling prices to equally low levels, a finding attributed to a global desire to 
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expel or get rid of things that reduced the value of all objects, whether owned or not. This 
study was an early, but powerful example of how moods could dramatically change how 
participants valued everyday objects, and how much that valuation depended on the fram-
ing of the question itself.

A similar induction technique was used in a study of the Ultimatum Game (described 
earlier) to examine how such moods (and their attendant subjective feelings and action 
tendencies) related to interpersonal interactions (Harlé and Sanfey 2007). In this study, 
participants viewed clips that were neutral or that induced feelings of sadness or of amuse-
ment, after which they played the U.G. as the responder, deciding whether to accept the 
proposer’s monetary split, or veto the offer and prevent anyone from receiving any money. 
While the amusement film clip did not change choice behavior compared to the neutral 
clip, participants accepted fewer unfair offers the sadder they felt in response to the sad 
clip. This increased rejection was interpreted as a negative attentional focus brought on by 
the sad mood: rather than focusing on the money they would receive if they accepted even 
an unfair offer, the majority of their attention was commanded by the offer’s unfairness. 
A follow-up neuroimaging study found that the relationship between induced sadness 
and increased rejection behavior was statistically mediated by increases in anterior insula 
activity (Harlé et al. 2012), consistent with earlier work placing the insula at the center of 
the subjective perception of unfairness in interpersonal interactions (Sanfey et al. 2003). 
Notably, a separate, more recent study also examined U.G. rejection behavior in the con-
texts of moods, though in this case, neutral, sad, and disgust moods were induced with 
sequences of images. The authors found that the induced sad mood had no effect on rejec-
tion behavior, but disgust led to significantly more rejections (Moretti and di Pellegrino 
2010), raising the possibility that even within a given type of mood, the exact induction 
approach may be a critical variable. In the context of Lerner et al. (2004), these studies 
generally highlight the importance of specifying the kind of decision at hand and the exact 
affective manipulation used when considering how something like a mood can change 
the actions or decisions participants make. While simple action tendencies to “change” 
or “expel” dominated behavior during straightforward valuation, the ability of a mood to 
shift attentional focus became more important in a complex, multi-attribute interaction 
like the U.G..

Finally, the negative affective states of fear and anger have been the focus of several 
studies examining risk-taking. One of the reasons for this focus is that while fear and 
anger share a negative valence, they differ in their consequences for action: the former 
emphasizes avoidance and withdrawal, and the latter, approach and engagement. Thus, 
if the effect of these mood states on behaviors like decision-making is due to changes 
in appraisals and not simple valence-contamination, then fear and anger should have 
different consequences for choices. In an early study, this kind of difference was indeed 
found (Lerner and Keltner 2001). Examining individuals’ natural dispositions toward 
fear and anger showed that while high-fear individuals were risk averse, high-anger 
individuals were risk seeking. Cementing the centrality of appraisals in risk behavior, 
the pattern of responses for individuals disposed to anger held for those disposed to 
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happiness (which results in similar approach and engagement appraisals). Beyond dis-
positions, experimental inductions using writing prompts to encourage individuals to 
re-experience previous fear- or anger-inducing events led to identical patterns in risk 
perception. Finally, statistical mediation confirmed that the differential effects of anger 
and fear on the perception of decision options was due to the cognitive appraisals those 
affective states generated. Clearly, mood has subtle effects—the valence of subjective 
feelings was not predictive of behavior, but one of the components of the mood state, 
appraisals, was closely related to the processing of risky options. More recent work has 
followed up on the finding linking anger to risk-taking by examining how the context 
of the task might make appraisals versus subjective feelings more salient (Baumann and 
DeSteno 2012). The study found that manipulations that emphasized appraisals over 
feelings confirmed the prior findings of anger leading to more risk-taking, but when the 
task context was shifted to emphasize feelings over appraisals, risk-taking under anger 
actually decreased.

The above studies provide strong evidence that when considering moods, we must 
understand the components of that mood (e.g., how it changes our appraisals vs. how it 
makes us feel), the decision at hand, and the current context, in order to predict how the 
mood will affect the decisions we make. Much more work remains to be done in under-
standing the components of moods and their relationship to decision processes, but it is 
already clear just how important it is to consider these dimensions.

Stress

In contrast to moods, much more is known about stress as a biological process involving 
different neural and hormonal systems at varying time scales. Stress can be defined as the 
body’s response to real or implied threats induced by novel, unpredictable, or uncontrol-
lable situations (Lupien et al. 2007). The activity of two different systems together com-
prises the stress response. One system consists of sympathetic nervous system responses 
that occur on a scale of seconds to minutes and result in increased bodily arousal and 
hormones like adrenaline surging through the bloodstream. The other system consists of 
a hormonal cascade in which each hormone triggers the release of the next, leading to a 
physiological response on a scale of minutes to tens of minutes. Though there is evidence 
that both systems are required for stress to alter behavior (Roozendaal et al. 2006; Schwabe 
et al. 2010), the slower-moving HPA axis hormone cascade most strongly differentiates the 
stress response from shorter-term arousal responses. In that it involves the hypothalamus, 
pituitary, and adrenal glands, the system underlying the hormonal cascade is thus termed 
the hypothalamic–pituitary–adrenal (HPA) axis of the stress response. In practice, studies 
quantifying the effect of stress generally assay one of the final hormones produced by the 
HPA axis, cortisol. Cortisol is a glucocorticoid that can be easily and non-invasively meas-
ured using a cotton swab to collect saliva, and because of its position near the end of the 
hormone cascade, only peaks about 20–30 minutes after an acute stressor. Because of this 
delay, studies examining the effect of the HPA axis response on behavior generally admin-
ister their task during this period of peak cortisol response.
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The consequences of stress in the brain are two-fold: stress impairs prefrontal cortical 
(PFC) regions that support executive control and top-down processing, while simultan-
eously potentiating reactivity in subcortical regions like the amygdala, driving bottom-up 
associations and attentional saliency (Arnsten 2009). In decision-making, it is thus unsur-
prising that the single most consistent effect of stress is a reduced reliance on structured, 
often intentional, cognitively complex decision mechanisms (“goal-directed” processes), 
and increased influence of simple action-outcome behaviors (habits or heuristics). One 
seminal study in rats showed that chronic stress led rats to become insensitive to changes 
in value (Dias-Ferreira et al. 2009). The rats were initially trained to press levers for food, 
and when fed to satiety on one of the food items, unstressed rats subsequently stopped 
pressing the specific lever for that food. In contrast, chronically stressed rats continued to 
press equally on all levers, showing no specific reduction in pressing related to their satiety 
for one of the foods. This suggests that while unstressed rats could use decision systems 
that linked actions with objects and objects with value, the stressed rats were dispropor-
tionately relying on simple habit systems that connected actions directly to value—and so 
couldn’t update the value of an action when an outcome changed (e.g., when the food that 
action produced was no longer valuable). In other words, the effect of chronic stress on 
decision-making was not directly on value, in this case, but on which mechanisms were 
being used to act in the service of value. The authors found that stress also led to changes in 
the striatum (both hypertrophy and hypotrophy), a region known to link actions with val-
ues (Rangel et al. 2008) and to process surprising outcomes (Maia and McClelland 2004), 
suggesting that the effect of chronic stress on which system was being used to guide action 
might be mediated by morphological changes in the striatum.

Though using acute stress manipulations instead of chronic stress, a similar study done 
in humans found much the same pattern: acute stress led to insensitivity to changes in 
action-associated value (Schwabe et al. 2011). Additionally, this study found that propran-
olol, a beta-adrenergic receptor antagonist that blunts noradrenergic function, restored 
normal, goal-directed behavior (that is, people who took propranolol prior to stress were 
normally sensitive to devaluation). Propranolol’s protective effect is consistent with evi-
dence that interactions between glucocorticoid and noradrenergic systems produce the 
effects of stress, perhaps through glucocorticoids enhancing noradrenergic function (e.g., 
Roozendaal et al. 2006; Schwabe et al. 2010). More research, however, is necessary to fully 
understand how these two branches of the stress response interact in humans during 
decision-making, and to what extent the effects of stress rely on one or the other branch.

One of the limitations of Schwabe et al. (2011) was that while the dominance of habit 
systems under stress is the most likely explanation for the behavior, the influence of hab-
its on behavior were not computationally dissociated or quantified relative to more goal-
directed influence. To address this gap, a recent study asked participants to perform a 
complex task involving two stages of choices (Otto et al. 2013), designed to separately 
identify the contributions of two different learning mechanisms to behavior. The first 
mechanism, called “model-based” learning, entails building a model of the two-stage 
structure of the task linking actions to objects to value and relies upon the PFC (Balleine 
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and O’Doherty 2010). The second simply involves reinforcing actions that ultimately lead 
to reward (linking action directly to value, such “model-free” learning is conceptually 
similar to habits), and is known to rely upon the striatum (Montague et al. 1996). While 
both mechanisms contribute to behavior under normal circumstances, the authors found 
that acute stress impaired the PFC-dependent model-based mechanism and did not affect 
the model-free mechanism. In other words, stress didn’t alter habit-like model-free learn-
ing, but instead attenuated other, competing mechanisms, allowing model-free learning to 
dominate how participants learned about value, and thus the choices they made. Finally, 
the authors found that HPA axis activity (as quantified by cortisol) predicted the decrease 
in model-based learning, subject to the constraint that working memory capacity had a 
protective effect—acute stress attenuated model-based learning less for participants with 
high working memory capacity relative to those with lower capacity. The effect of stress 
was very selective, though not uniform across people.

Beyond habits and learning, the effect of stress on value and decision-making is less 
clear, though it may play a role in a variety of contexts. Acute stress has been shown to 
eliminate the success of PFC-reliant, appraisal-based emotion regulation techniques (Raio 
et al. 2013); it may make people less sensitive to rewards (Berghorst et al. 2013; Bogdan 
and Pizzagalli 2006) or punishments (Petzold et al. 2010); and stress may lead to greater 
impulsivity in intertemporal choices (Kimura et al. 2013), depending on contextual factors 
like trait perceived stress or future/present orientation (Lempert et al. 2012). However, the 
effects of stress in other realms of decision-making are as yet unclear. In social contexts, 
acute stress has been found to increase generosity while not affecting punishment behav-
ior (von Dawans et al. 2012), while others have found stress reduces both generosity and 
punishment (Vinkers et al. 2013). Studies of risky decision-making have generally focused 
on risk aversion but their findings have been similarly inconclusive, showing that acute 
stress increases (Cingl and Cahlikova 2013; Porcelli and Delgado 2009), decreases (Pabst 
et al. 2013; Preston et al. 2007; Starcke et al. 2008), or does not affect (Delaney et al. 2014; 
von Dawans et al. 2012) risk aversion. Of note is that the above-mentioned research on risk 
attitudes has relied on coarse behavioral measures of decision-making (e.g., probability of 
gambling) that do not separate the processes that contribute to decisions under risk, in-
cluding risk attitudes, loss aversion, and choice consistency. One recent study that did use 
modeling to estimate risk attitudes directly administered cortisol and found no effect of an 
acute administration (Kandasamy et al. 2014). This same study also administered cortisol 
over multiple days to a separate group of participants, and found that this “tonic” admin-
istration of cortisol led to increased risk aversion. Of course, cortisol is only one piece of 
the complex, multi-system neurohormonal responses that occur during stress. This may 
be why, for example, another recent study examining endogenous cortisol levels on a scale 
of months found that increased cortisol did not have any relationship to risk aversion, 
but instead was correlated with reduced loss aversion (Chumbley et al. 2014). These stud-
ies’ different timescales (a week versus two months) and assessments or manipulations of 
stress (exogenously administered bursts of cortisol; quantification of endogenous stress 
responses via basal cortisol) may ultimately be the key to reconciling their findings.
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The single clearest effect of stress discussed above is its reduction of the contribution 
of prefrontal cortex-dependent intentional, goal-directed, and working-memory-based 
computations to our estimates of value and our behavior. Though our relatively deep 
understanding of the biological effects of stress is a tremendous foundation from which 
to start in examining how it shapes decision-making, we clearly have more work to do to 
understand the timescales and components of stress and its effects. Stress can be acute, 
with responses occurring on a scale of tens of minutes, but as some of the studies we 
discussed have found, stress on a scale of days, weeks, or months (let alone years) may 
have important and divergent effects on decision-making. Timescale aside, stress is also 
a complex phenomenon, comprising multiple systems each with multiple components. 
For example, while cortisol is used to quantify endogenous stress responses as a marker of 
HPA axis activity, pharmacologically administering cortisol in isolation from the rest of 
the stress response may lead to different effects. In addition to appreciating the subtleties 
of stress, unraveling the effects of stress on risky monetary decision-making is going to 
require a high level of specificity and sophistication in analyzing the processes that com-
pute value and use it to make decisions. Future studies using models of these processes will 
likely have the greatest success in identifying when and how stress changes value.

Emotional primes

Turning to a different component of the affective experience, expression, yields studies 
on how the perception of facial expressions can change the choices made in a variety of 
domains. For example, one early study presented participants with photographs of faces 
with different expressions just before decisions about drinks (Winkielman et al. 2005). Im-
portantly, the faces were on the computer screen so briefly that participants did not report 
any awareness of their presence. Despite being perceived only at a subliminal level, the 
faces, which were angry, happy, or neutral, changed participants’ pouring, consumption, 
rating, and pricing of a drink. Angry faces preceding the task resulted in less drink poured, 
less consumed, lower ratings, and lower dollar value given to the drink. Happy faces had 
the opposite effect. Because the faces were both irrelevant to the task at hand and sublim-
inally presented, the authors concluded that participants’ subtle responses to those faces 
contaminated affective processes contributing to their subsequent actions and judgments 
in the drink task.

In a study with important differences and similarities, Luo et al. (2014) asked partici-
pants to hold a fearful, happy, or neutral face in memory during an intertemporal choice 
task involving tradeoffs between small rewards in the present and larger rewards in the 
future. Each trial began with an expressive face that participants were asked to remember. 
Next, they chose between a smaller, sooner reward and a larger, later reward (while hold-
ing the face in memory), after which they were shown a second expressive face from the 
same individual and were asked if the intensity of the expression was the same as the first 
face. Once again, the emotional faces were irrelevant to the task at hand, but the authors 
found that holding happy faces in memory led to more impulsive choices relative to fear-
ful faces, which led to more patience (Luo et al. 2014). Thus while the use of faces as an 
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irrelevant contaminant was similar, despite differences in awareness, face emotionality, 
and decision task, the perception of facial emotion was able to change choice, in this case 
apparently contaminating the processes supporting the valuation of reward and its dis-
counting with time. In an important caveat, other studies using either pictures or words 
in a similar fashion have found that the consequence of preceding an intertemporal de-
cision with an affective stimulus can depend not only on the stimulus, but on the current 
affective state and the personality traits of the individual making the choices (Augustine 
and Larsen 2011). As with some of the research discussed earlier, while the stimulus is ob-
viously important, these findings highlight the importance of stimulus context, including 
the attributes of the decision-maker themselves (Dunn et al. 2010; Sokol-Hessner et al. 
2014; Stanley et al. 2011).

One remarkably consistent factor in the studies discussed above (and others) using emo-
tional primes is the frequent choice of social stimuli (faces) as the manipulation (Aïte et al. 
2013; Luo et al. 2014; Winkielman et al. 2005). While other stimuli can certainly be used 
(e.g., pictures or words; Augustine and Larsen 2011), this predominance demonstrates the 
emotional power often found in social stimuli and serves as a reminder of the significant 
overlap between the social and emotional domains (Phelps and Sokol-Hessner 2012).

Cognitive regulation and strategy use

Cognitive appraisal as a component of emotion has a central role in modulating the influ-
ence of other affective components on decision-making. Recent research has shown that 
internally generated reinterpretive appraisals can dramatically change behavioral, physio-
logical, and neural responses to stimuli that normally cause emotional reactions (Delgado 
et al. 2008; Eippert et al. 2007; Ochsner et al. 2002). In these studies, the dorsolateral pre-
frontal cortex (DLPFC) is generally found to increase in activity during regulation, while 
other regions, like the amygdala, decrease (Ochsner and Gross 2008). Because DLPFC 
does not have strong direct connections to regions like the amygdala, it’s possible that its 
effects are mediated by the ventromedial (Delgado et al. 2008) or ventrolateral prefrontal 
cortex (Buhle et al. 2014), which do have direct subcortical projections. As noted earlier, 
this prefrontal dependence is one of the reasons cognitive regulation is vulnerable to stress 
(Raio et al. 2013). In the domain of decision-making, cognitive strategies that emphasize 
reinterpretation, like in classic emotion regulation paradigms, have also been shown to be 
effective in changing how we assess value.

One early study, portions of which we discussed earlier, examined whether such inten-
tional cognitive strategies could change risky monetary decision-making (Sokol-Hessner 
et al. 2009). Participants were asked to make choices over the same set of gambles twice, 
allowing a within-subjects comparison of any changes in the processes underlying their 
decisions, including loss aversion, risk attitudes, and choice consistency. One set of choices 
was completed using a baseline strategy that emphasized considering each choice on its 
own merits, in isolation from any context. For the other set, participants were asked to 
consider their choices as one of many, in their greater context. When participants used this 
second strategy to re-appraise or contextualize their choice, they were less loss-averse. Not 
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everything changed about their choices, though—their sensitivity to risk and their con-
sistency across choices remained the same. This strategy also reduced participants’ arousal 
(Sokol-Hessner et al. 2009) and amygdala hemodynamic responses (Sokol-Hessner et al. 
2013a) to losses, suggesting that they did, in fact, feel the weight of losses less. When using 
the strategy, regions of the brain, including the DLPFC and VMPFC, increased their ac-
tivity, exhibiting a similar pattern as in more classic emotion-regulation studies (Ochsner 
and Gross 2008). Other subsequent studies using different kinds of gambles and differ-
ent strategies have confirmed the power of reinterpretive strategies to alter risky mon-
etary decision-making (Martin Braunstein et al. 2013; Martin and Delgado 2011), and 
even shown that habitual, every day use of cognitive strategies to regulate emotions may 
function as a “baseline trait” of sorts, shaping risk-taking behavior in the lab in the absence 
of explicit strategy instruction (Panno et al. 2013). Appraisals can alter the context within 
which possible gains and losses are considered and weighed. By changing the context, the 
resulting estimate of value is also shifted, and thus different decisions are made.

Not all decisions are exclusively about money, of course—and cognitive strategies are 
equally capable of changing how these other factors are interpreted; for example, alter-
ing decisions in social contexts, like the Ultimatum Game. In a follow-up to a study de-
scribed earlier (van ‘T Wout et al. 2006), responders were asked to reappraise the offers 
they received from proposers—take a more detached view of them, or imagine reasons 
why that offer may have been made (e.g., that the proposer was not well off and could use 
the money). When participants did so, rejection rates dropped, consistent with a reduction 
in the negative value assigned to unfair offers. Fewer rejections also had an interesting con-
sequence down the line in a second phase of the study: after responding to offers, partici-
pants took on the role of the proposer and made their own offers. Those participants who 
reduced their own rejection behavior using reappraisal made more generous offers when 
the tables turned (van ‘T Wout et al. 2010).

A subsequent fMRI study, briefly mentioned above, confirmed the basic behavioral find-
ing of van ‘T Wout et al. (2010): positive reinterpretations increased acceptance of unfair 
offers, while additionally showing that negative reappraisals (e.g., that the proposer was 
selfish and wanted all the money) could increase rejection rates (Grecucci et al. 2012). The 
authors also found that frontal regions increased in activity during reinterpretation, con-
sistent with studies of the reappraisal of emotional images (Ochsner et al. 2004) and risky 
monetary decision-making (Sokol-Hessner et al. 2013a). A similar pattern was observed 
in another neuroimaging study examining individual differences in U.G. rejection behav-
ior (Kirk et al. 2011), in which individuals who accepted most unfair offers had greater 
DLPFC activity during those decisions, suggesting that they were spontaneously regu-
lating their responses. These findings highlight that changing choices through changing 
appraisals operates very similarly to changing emotions in other, non-decision contexts: 
PFC regions implement regulation strategies, which can alter emotional and neural re-
sponses in other regions, and thereby change the assessment of value and the decision. Im-
portantly, the effects of reappraisal can extend beyond the choice at hand. Especially as we 
consider choices in social contexts, these studies convincingly show that such reappraisals 
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have the power to change the tone of an entire extended interaction, making appraisal a 
very important tool in shaping decision-making.

Because (re)appraisal is one of the most powerful and flexible ways to alter emotions, 
it is unsurprising that differences in appraisal habits and techniques have been related to 
experience and performance in real-world decision-making. Real traders’ self-reports of 
emotional responses in the course of doing their job indicate that while all traders ex-
perience such responses, the more experienced and well-paid traders additionally report 
strategies for managing and using their emotions to perform their job better—less- 
experienced traders tend to discuss emotions only as a distraction to be minimized if at all 
possible (Fenton-O’Creevy et al. 2011). However, in the course of aiming to minimize the 
relationship between their emotions and their choices, low-performing traders ironically 
appear to maximize it: they have a tighter, stronger relationship between their subjective 
emotional experience and the day’s trading events than do high-performing traders (Lo 
et al. 2005). While the two studies above both examine participants’ self-report of their 
subjective emotional experience, the connection between emotions and trading extends to 
the physiological domain: traders with less experience have stronger autonomic responses 
to discrete market events and market volatility compared to more experienced traders (Lo 
and Repin 2002). Though these studies find that greater experience and performance is re-
lated to reduced emotional reactivity, note that emotions are reported by, and objectively 
measured in, all traders—the question is not who experiences emotions, but what they 
do with their emotions when they experience them. More generally, these studies make it 
clear that emotions have a role in value and decision-making not only in the lab, but in the 
real world as well.

The many ways affect and decision-making interact
As we have seen above, affect and decision-making are clearly related in their shared be-
havioral, physiological, and neural correlates. As we observe measures or manipulations 
of affect changing neural mechanisms in ways that correlate with changes in choices, the 
parsimonious explanation is that affect is intertwined with the computation of value across 
a wide variety of decision-making domains (Phelps et al. 2014). Regions like the amygdala, 
insula, striatum, DLPFC, and VMPFC appear repeatedly at the center of these studies. 
Roles may be emerging for the amygdala in mediating the effects of arousal on decision-
making, the insula in mediating the subjective perception of probability, fairness, and in-
teroception, the striatum in integrating value with action, the DLPFC in implementing 
intentional strategies or regulation, and the VMPFC in combining different sources of 
information to compute an overall value estimate. There are other portions of the affective 
experience whose roles don’t appear as tightly linked to single regions in the brain, includ-
ing stress, mood, and emotional primes, though more research will be necessary to under-
stand their neural correlates. Critically, all of these regions are not only identified in studies 
manipulating or measuring affect, but are commonly found in studies examining value 
and decision-making generally (Bartra et al. 2013; Phelps et al. 2014; see also Levy and 
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Glimcher, this volume). It is likely that the construction of value consistently involves the 
integration of affect—the precise component of which, and the way it influences decision-
making, depend on the context and the choice being made.

One important caveat is that the exact function of many of these regions is still under 
debate. We know neurons calculate quantities that they then pass on to other neurons, 
which integrate those computations with their own, ultimately culminating in the muscle 
movements of making a choice—the question for us is what is that computation? Un-
fortunately, even in commonly studied regions like the amygdala, numerous divergent 
theories of its computational role have been put forth. These include representing the rela-
tive stability of stochastic events (termed “associability”; Li et al. 2011), ambiguity (Hsu 
et al. 2005), simple Pavlovian conditioned attentional value (Seymour and Dolan 2008), or 
the integrated value of contexts, motivational states, stimuli, and learning (termed “state 
value”; Morrison and Salzman 2010). Clearly, much work remains to be done to under-
stand the linkages between regions of the brain, the neural computations they implement, 
and the mapping of those computations to the component processes underlying affective 
phenomena—work which will require an increasing focus on computational specificity in 
analyzing both behavior and the brain (Behrens et al. 2009).

In the introduction, we stated our main question: “How do different components of 
affect and emotion represent or modulate specific decision-making processes and their 
neural mechanisms?” As this chapter can clearly attest, there is no single, simple answer. 
Affect has a very real effect on our choices, but it depends on the context of the choice, 
the choice target, our appraisals (instructed or induced), and who we are, among other 
factors. To the extent that there is a theme, it is this: affect changes the ongoing computa-
tion of value, effectively weighting different aspects of the situation in a given choice—the 
hallmark of a modulatory role (Phelps et al. 2014). However, as our perspective on affect 
and decision-making increases in complexity, so too will our challenge in neuroscience. 
We will likely find that the classic module-based approach to studying the brain will break 
down as we begin to focus more on computations and distributed representations than on 
discrete regions and discrete categorical factors (Salzman and Fusi 2010).

The more we understand about how aspects of what we call “affect” interact with what 
we call “cognition,” the clearer it becomes that they are in fact not fundamentally separable. 
“Affective” processes are a natural part of “cognition,” and vice versa—and nowhere is this 
more apparent than in the study of the myriad processes and factors that interact when 
computing value and using it to make decisions.

References
Aïte, A., Borst, G., Moutier, S. et al. (2013). Impact of emotional context congruency on decision 

making under ambiguity. Emotion, 13, 177–182.
Arnsten, A. F. T. (2009). Stress signalling pathways that impair prefrontal cortex structure and function. 

Nat Rev Neuro, 10, 410–422.
Augustine, A. A. and Larsen, R. J. (2011). Affect regulation and temporal discounting: Interactions 

between primed, state, and trait affect. Emotion, 11, 403–412.

10-Brosch-Chap10.indd   216 16/06/15   2:07 PM

OUP-FIRST UNCORRECTED PROOF, June 16, 2015



The many ways affect and decision-making interact 217

Balleine, B. W. and O’Doherty, J. P. (2010). Human and rodent homologies in action control: Corti- 
costriatal determinants of goal-directed and habitual action. Neuropsychopharmacology, 35, 
48–69.

Barrett, L. F. (2006). Are emotions natural kinds? Perspectives on Psychological Science, 1, 28–58.
Bartra, O., Mcguire, J. T., and Kable, J. W. (2013). The valuation system: a coordinate-based meta-

analysis of BOLD fMRI experiments examining neural correlates of subjective value. Neuroimage, 76, 
412–427.

Baumann, J. and Desteno, D. (2012). Context explains divergent effects of anger on risk taking. 
Emotion, 12, 1196–1199.

Bechara, A., Damasio, H., Tranel, D., and Damasio, A. R. (1997). Deciding advantageously before 
knowing the advantageous strategy. Science, 275, 1293–1295. DOI: 10.1126/science.275.5304.1293

Bechara, A., Damasio, H., Damasio, A. R., and Lee, G. P. (1999). Different contributions of the human 
amygdala and ventromedial prefrontal cortex to decision-making. The Journal of Neuroscience, 19, 
5473–5481.

Behrens, T. E. J., Hunt, L. T., and Rushworth, M. F. S. (2009). The computation of social behavior. 
Science, 324, 1160–1164.

Berghorst, L. H., Bogdan, R., Frank, M. J., and Pizzagalli, D. A. (2013). Acute stress selectively reduces 
reward sensitivity. Frontiers in Human Neuroscience, 7, 1–15.

Bogdan, R. and Pizzagalli, D. A. (2006). Acute stress reduces reward responsiveness: Implications for 
depression. Biological Psychiatry, 60, 1147–1154.

Buhle, J. T., Silvers, J. A., Wager, T. D. et al. (2014). Cognitive reappraisal of emotion: a meta-analysis 
of human neuroimaging studies. Cerebral Cortex, 24, 2981–2990.

Chumbley, J. R., Krajbich, I., Engelmann, J. B. et al. (2014). Endogenous cortisol predicts decreased 
loss aversion in young men. Psychological Science, 25, 2102–2105.

Cingl, L. and Cahlikova, J. (2013). Risk preferences under acute stress. Institute of Economic Studies 
Working Paper, 1–44.

Clark, L., Lawrence, A. J., Astley-Jones, F., and Gray, N. (2009). Gambling near-misses enhance 
motivation to gamble and recruit win-related brain circuitry. Neuron, 61, 481–490.

Clark, L., Crooks, B., Clarke, R., Aitken, M. R. F., and Dunn, B. D. (2012). Physiological responses to 
near-miss outcomes and personal control during simulated gambling. Journal of Gambling Studies, 
28, 123–137.

Clark, L., Studer, B., Bruss, J., Tranel, D., and Bechara, A. (2014). Damage to insula abolishes cognitive 
distortions during simulated gambling. Proceedings of the National Academy of Sciences. DOI: 
10.1073/pnas.1322295111

Cohen, J. D. (2005). The vulcanization of the human brain: a neural perspective on interactions between 
cognition and emotion. Journal of Economic Perspectives, 19, 3–24.

Craig, A. D. B. (2009). How do you feel—now? The anterior insula and human awareness. Nature 
Reviews Neuroscience, 10, 59–70. DOI: 10.1038/nrn2555

Critchley, H. D., Elliott, R., Mathias, C. J., and Dolan, R. J. (2000). Neural activity relating to generation 
and representation of galvanic skin conductance responses: a functional magnetic resonance imaging 
study. The Journal of Neuroscience, 20, 3033–3040.

Critchley, H. D., Wiens, S., Rotshtein, P., Ohman, A., and Dolan, R. J. (2004). Neural systems 
supporting interoceptive awareness. Nature Neuroscience, 7, 189–195. DOI: 10.1038/nn1176

De Martino, B., Camerer, C. F., and Adolphs, R. (2010). Amygdala damage eliminates monetary loss 
aversion. Proceedings of the National Academy of Sciences, 107, 3788–3792.

Delaney, L., Fink, G., and Harmon, C. (2014). Effects of stress on economic decision-making: Evidence 
from laboratory experiments. IZA Discussion Paper No. 8060, p1–35.

10-Brosch-Chap10.indd   217 16/06/15   2:07 PM

OUP-FIRST UNCORRECTED PROOF, June 16, 2015



Affect, decision-making, and value218

Delgado, M. R., Nearing, K. I., Ledoux, J. E., and Phelps, E. A. (2008). Neural circuitry underlying the 
regulation of conditioned fear and its relation to extinction. Neuron, 59, 829–838. DOI: 10.1016/j.
neuron.2008.06.029

Dias-Ferreira, E., Sousa, J. C., Melo, I. et al. (2009). Chronic stress causes frontostriatal reorganization 
and affects decision-making. Science, 325, 621–625.

Dunn, B., Galton, H., Morgan, R. et al. (2010). Listening to your heart: how interoception shapes 
emotion experience and intuitive decision making. Psychological Science, 21, 1835–1844. DOI: 
10.1177/0956797610389191

Dunn, B., Evans, D., Makarova, D., White, J., and Clark, L. (2012). Gut feelings and the reaction to 
perceived inequity: The interplay between bodily responses, regulation, and perception shapes the 
rejection of unfair offers on the ultimatum game. Cognitive, Affective, and Behavioral Neuroscience, 
12, 419–429.

Eippert, F., Veit, R., Weiskopf, N. et al. (2007). Regulation of emotional responses elicited by threat-
related stimuli. Human Brain Mapping, 28, 409–423.

Farb, N. A. S., Chapman, H. A., and Anderson, A. K. (2013). Emotions: form follows function. Current 
Opinion in Neurobiology, 23, 393–398.

Feinstein, J. S. (2013). Lesion studies of human emotion and feeling. Current Opinion in Neurobiology, 
23, 304–309.

Fellows, L. K. and Farah, M. J. (2005). Different underlying impairments in decision-making following 
ventromedial and dorsolateral frontal lobe damage in humans. Cerebral Cortex, 15, 58–63.

Fenton-O’creevy, M., Soane, E., Nicholson, N., and Willman, P. (2011). Thinking, feeling and 
deciding: the influence of emotions on the decision making and performance of traders. Journal of 
Organizational Behavior, 32, 1044–1061.

Garavan, H., Pendergrass, J. C., Ross, T. J., Stein, E. A., and Risinger, R. C. (2001). Amygdala response 
to both positively and negatively valenced stimuli. Neuroreport, 12, 2779–2783.

Glascher, J. and Adolphs, R. (2003). Processing of the arousal of subliminal and supraliminal emotional 
stimuli by the human amygdala. The Journal of Neuroscience, 23, 10274–10282.

Grecucci, A., Giorgetta, C., Van ‘T Wout, M., Bonini, N., and Sanfey, A. G. (2012). Reappraising the 
ultimatum: an fMRI study of emotion regulation and decision making. Cerebral Cortex, 23, 399–410.

Harlé, K. and Sanfey, A. G. (2007). Incidental sadness biases social economic decisions in the 
Ultimatum Game. Emotion, 7, 876–881. DOI: 10.1037/1528–3542.7.4.876

Harlé, K., Chang, L. J., Van ‘T Wout, M., and Sanfey, A. G. (2012). The neural mechanisms of affect 
infusion in social economic decision-making: A mediating role of the anterior insula. Neuroimage, 
61, 32–40.

Hsu, M., Bhatt, M. A., Adolphs, R., Tranel, D., and Camerer, C. F. (2005). Neural systems responding 
to degrees of uncertainty in human decision-making. Science, 310, 1680–1683.

Kahneman, D., Knetsch, J. L., and Thaler, R. H. (1991). Anomalies—the endowment effect, loss 
aversion, and status-quo bias. Journal of Economic Perspectives, 5, 193–206.

Kandasamy, N., Hardy, B., Page, L. et al. (2014). Cortisol shifts financial risk preferences. Proceedings of 
the National Academy of Sciences, 111, 3608–3613.

Khalsa, S. S., Rudrauf, D., Feinstein, J. S., and Tranel, D. (2009). The pathways of interoceptive 
awareness. Nature Neuroscience, 12, 1494–1496. DOI: 10.1038/nn.2411

Kimura, K., Izawa, S., Sugaya, N. et al. (2013). The biological effects of acute psychosocial stress on 
delay discounting. Psychoneuroendocrinology, 38, 2300–2308.

Kirk, U., Downar, J., and Montague, P. R. (2011). Interoception drives increased rational decision-
making in meditators playing the Ultimatum Game. Frontiers in Neuroscience, 5, 1–11. DOI: 10.3389/
fnins.2011.00049

10-Brosch-Chap10.indd   218 16/06/15   2:07 PM

OUP-FIRST UNCORRECTED PROOF, June 16, 2015



The many ways affect and decision-making interact 219

Labar, K. S. and Cabeza, R. (2006). Cognitive neuroscience of emotional memory. Nature Reviews 
Neuroscience, 7, 54–64.

Langer, E. J. (1975). The illusion of control. Journal of Personality and Social Psychology, 32, 311–328.
Ledoux, J. E. and Gorman, J. M. (2001). A call to action: overcoming anxiety through active coping. 

American Journal of Psychiatry, 158, 1953–1955.
Lempert, K. M., Porcelli, A. J., Delgado, M. R., and Tricomi, E. (2012). Individual differences in delay 

discounting under acute stress: the role of trait perceived stress. Frontiers in Psychology, 3, 1–10.
Lerner, J. S. and Keltner, D. (2001). Fear, anger, and risk. Journal of Personality and Social Psychology, 

81, 146–159.
Lerner, J. S., Small, D. A., and Loewenstein, G. F. (2004). Heart strings and purse strings: carryover 

effects of emotions on economic decisions. Psychological Science, 15, 337–341.
Li, J., Schiller, D., Schoenbaum, G., Phelps, E. A., and Daw, N. D. (2011). Differential roles of human 

striatum and amygdala in associative learning. Nature Neuroscience, 14, 1250–1252.
Lindquist, K. A., Wager, T. D., Kober, H., Bliss-Moreau, E., and Barrett, L. F. (2012). The brain basis of 

emotion: a meta-analytic review. Behavioral and Brain Sciences, 35, 121–202.
Lo, A. W. and Repin, D. V. (2002). The psychophysiology of real-time financial risk processing. Journal 

of Cognitive Neuroscience, 14, 323–339. DOI: 10.1162/089892902317361877
Lo, A. W., Repin, D. V., and Steenbarger, B. N. (2005). Fear and greed in financial markets: a clinical 

study of day-traders. The American Economic Review, 95, 352–359.
Lole, L., Gonsalvez, C. J., Blaszczynski, A., and Clarke, A. R. (2011). Electrodermal activity reliably 

captures physiological differences between wins and losses during gambling on electronic machines. 
Psychophysiology, 49, 154–163.

Luo, S., Ainslie, G., and Monterosso, J. (2014). The behavioral and neural effect of emotional primes on 
intertemporal decisions. Social Cognitive and Affective Neuroscience, 9, 283–291.

Lupien, S. J., Maheu, F. S., Tu, M., Fiocco, A., and Schramek, T. E. (2007). The effects of stress and 
stress hormones on human cognition: implications for the field of brain and cognition. Brain and 
Cognition, 65, 209–237.

Maia, T. V. and Mcclelland, J. L. (2004). A reexamination of the evidence for the somatic marker 
hypothesis: What participants really know in the Iowa gambling task. Proceedings of the National 
Academy of Sciences, 101, 16075–16080.

Martin Braunstein, L., Herrera, S. J., and Delgado, M. R. (2013). Reappraisal and expected value 
modulate risk taking. Cognition and Emotion, 28, 172–181.

Martin, L. and Delgado, M. R. (2011). The influence of emotion regulation on decision-making under 
risk. Journal of Cognitive Neuroscience, 23, 2569–2581.

Mcgaugh, J. L. (2004). The amygdala modulates the consolidation of memories of emotionally arousing 
experiences. Annual Review of Neuroscience, 27, 1–28.

Montague, P. R., Dayan, P., and Sejnowski, T. J. (1996). A framework for mesencephalic dopamine 
systems based on predictive Hebbian learning. Journal of Neuroscience, 16, 1936–1947.

Moretti, L. and Di Pellegrino, G. (2010). Disgust selectively modulates reciprocal fairness in economic 
interactions. Emotion, 10, 169–180.

Morrison, S. E. and Salzman, C. D. (2010). Re-valuing the amygdala. Current Opinion in Neurobiology, 
20, 221–230.

Naqvi, N. H. and Bechara, A. (2010). The insula and drug addiction: an interoceptive view of 
pleasure, urges, and decision-making. Brain Structure and Function, 214, 435–450. DOI: 10.1007/
s00429–010–0268–7

Ochsner, K. N. and Gross, J. J. (2008). Cognitive emotion regulation: Insights from social cognitive and 
affective neuroscience. Current Directions in Psychological Science, 17, 153–158.

10-Brosch-Chap10.indd   219 16/06/15   2:07 PM

OUP-FIRST UNCORRECTED PROOF, June 16, 2015



Affect, decision-making, and value220

Ochsner, K. N., Bunge, S. A., Gross, J. J., and Gabrieli, J. D. E. (2002). Rethinking feelings: an fMRI 
study of the cognitive regulation of emotion. Journal of Cognitive Neuroscience, 14, 1215–1229.

Ochsner, K. N., Ray, R. D., Cooper, J. C. et al. (2004). For better or for worse: neural systems supporting 
the cognitive down- and up-regulation of negative emotion. Neuroimage, 23, 483–99.

Otto, A. R., Raio, C. M., Chiang, A., Phelps, E. A., and Daw, N. D. (2013). Working-memory capacity 
protects model-based learning from stress. Proceedings of the National Academy of Sciences, 110, 
20941–20946.

Pabst, S., Schoofs, D., Pawlikowski, M., Brand, M., and Wolf, O. T. (2013). Paradoxical effects of stress 
and an executive task on decisions under risk. Behavioral Neuroscience, 127, 369–379.

Panno, A., Lauriola, M., and Figner, B. (2013). Emotion regulation and risk taking: predicting risky 
choice in deliberative decision making. Cognition and Emotion, 27, 326–334.

Paris, J. J., Franco, C., Sodano, R., Frye, C. A., and Wulfert, E. (2009). Gambling pathology is associated 
with dampened cortisol response among men and women. Physiology and Behavior, 99, 230–233.

Petzold, A., Plessow, F., Goschke, T., and Kirschbaum, C. (2010). Stress reduces use of negative 
feedback in a feedback-based learning task. Behavioral Neuroscience, 124, 248–255.

Phelps, E. A. and Sokol-Hessner, P. (2012). Social and emotional factors in decision-making: appraisal 
and value. In: Sharot, T. and Dolan, R. J. (eds) Neuroscience of Preference and Choice.

Phelps, E. A., Ling, S., and Carrasco, M. (2006). Emotion facilitates perception and potentiates the 
perceptual benefits of attention. Psychological Science, 17, 292–299.

Phelps, E. A., Lempert, K. M., and Sokol-Hessner, P. (2014). Emotion and decision making: multiple 
modulatory neural circuits. Annual Review of Neuroscience, 37, 263–287.

Poldrack, R. A. (2011). Inferring mental states from neuroimaging data: from reverse inference to large-
scale decoding. Neuron, 72, 692–697.

Poldrack, R. A., Wagner, A. D., Phelps, E. A., and Sharot, T. (2008). How (and why) emotion enhances 
the subjective sense of recollection. Current Directions in Psychological Science, 17, 147–152.

Porcelli, A. J. and Delgado, M. R. (2009). Acute stress modulates risk taking in financial decision 
making. Psychological Science, 20, 278–283.

Potenza, M. N. (2006). Should addictive disorders include non-substance- related conditions? Addiction, 
101, 142–151.

Preston, S. D., Buchanan, T. W., Stansfield, R. B., and Bechara, A. (2007). Effects of anticipatory stress 
on decision making in a gambling task. Behavioral Neuroscience, 121, 257–263.

Raio, C. M., Orederu, T. A., Palazzolo, L., Shurick, A. A., and Phelps, E. A. (2013). Cognitive emotion 
regulation fails the stress test. Proceedings of the National Academy of Sciences, 110, 15139–15144.

Rangel, A., Camerer, C. F., and Montague, P. R. (2008). A framework for studying the neurobiology of 
value-based decision making. Nature Reviews Neuroscience, 9, 545–556.

Roozendaal, B., Okuda, S., De Quervain, D. J. F., and Mcgaugh, J. L. (2006). Glucocorticoids interact 
with emotion-induced noradrenergic activation in influencing different memory functions. 
Neuroscience, 138, 901–910.

Rudebeck, P. H., Saunders, R. C., Prescott, A. T., Chau, L. S., and Murray, E. A. (2013). Prefrontal 
mechanisms of behavioral flexibility, emotion regulation and value updating. Nature Neuroscience, 
16, 1140–1145.

Salzman, C. D. and Fusi, S. (2010). Emotion, cognition, and mental state representation in amygdala 
and prefrontal cortex. Annual Review of Neuroscience, 33, 173–202.

Sanfey, A. G., Rilling, J. K., Aronson, J. A., Nystrom, L. E., and Cohen, J. D. (2003). The neural basis of 
economic decision-making in the ultimatum game. Science, 300, 1755–1758.

Scherer, K. R. (2005). What are emotions? And how can they be measured? Social Science Information, 
44, 695–729. DOI: 10.1177/0539018405058216

10-Brosch-Chap10.indd   220 16/06/15   2:07 PM

OUP-FIRST UNCORRECTED PROOF, June 16, 2015



The many ways affect and decision-making interact 221

Schwabe, L., Tegenthoff, M., Hoffken, O., and Wolf, O. T. (2010). Concurrent glucocorticoid and 
noradrenergic activity shifts instrumental behavior from goal-directed to habitual control. Journal of 
Neuroscience, 30, 8190–8196.

Schwabe, L., Höffken, O., Tegenthoff, M., and Wolf, O. T. (2011). Preventing the stress-
induced shift from goal-directed to habit action with a β-adrenergic antagonist. J Neurosci, 31, 
17317–17325.

Seymour, B. and Dolan, R. J. (2008). Emotion, decision making, and the amygdala. Neuron, 58, 
662–671.

Sokol-Hessner, P., Hsu, M., Curley, N. G. et al. (2009). Thinking like a trader selectively reduces 
individuals’ loss aversion. Proceedings of the National Academy of Sciences, 106, 5035–5040. DOI: 
10.1073/pnas.0806761106

Sokol-Hessner, P., Camerer, C. F. and Phelps, E. A. (2013a). Emotion regulation reduces loss aversion 
and decreases amygdala responses to losses. Social Cognitive and Affective Neuroscience, 8, 341–350. 
DOI: doi:10.1093/scan/nss002

Sokol-Hessner, P, Lackovic, S.F., Tobe, R.H., Camerer, C.F., Leventhal, B.L., and Phelps, E.A. (in 
press) Determinants of propranolol’s selective effect on loss aversion. Psychological Science. DOI: 
10.1177/0956797615582026

Sokol-Hessner, P., Hartley, C. A., Hamilton, J. R., and Phelps, E. A. (2015). Interoceptive ability 
predicts aversion to losses. Cognition and Emotion. 29, 695–701.

Stanley, D. A., Sokol-Hessner, P., Banaji, M. R., and Phelps, E. A. (2011). Implicit race attitudes predict 
trustworthiness judgments and economic trust decisions. Proceedings of the National Academy of 
Sciences, 108, 7710–7715.

Stanley, D. A., Sokol-Hessner, P., Fareri, D. S. et al. (2012). Race and reputation: Perceived racial group 
trustworthiness influences the neural correlates of trust decisions. Philosophical Transactions of the 
Royal Society B, 367, 744–753.

Starcke, K., Wolf, O. T., Markowitsch, H. J., and Brand, M. (2008). Anticipatory stress influences 
decision making under explicit risk conditions. Behavioral Neuroscience, 122, 1352–1360.

Studer, B. and Clark, L. (2011). Place your bets: psychophysiological correlates of decision-making 
under risk. Cognitive, Affective, and Behavioral Neuroscience, 11, 144–158.

Tom, S. M., Fox, C. R., Trepel, C., and Poldrack, R. A. (2007). The neural basis of loss aversion in 
decision-making under risk. Science, 315, 515–518.

Van ‘T Wout, M., Kahn, R., Sanfey, A. G., and Aleman, A. (2006). Affective state and decision-
making in the Ultimatum Game. Experimental Brain Research, 169, 564–568. DOI: 10.1007/
s00221–006–03463–5

Van ‘T Wout, M., Chang, L. J., and Sanfey, A. G. (2010). The influence of emotion regulation on social 
interactive decision-making. Emotion, 10, 815–821.

Vinkers, C. H., Zorn, J. V., Cornelisse, S. et al. (2013). Time-dependent changes in altruistic 
punishment following stress. Psychoneuroendocrinology, 38, 1467–1475.

Von Dawans, B., Fischbacher, U., Kirschbaum, C., Fehr, E., and Heinrichs, M. (2012). The social 
dimension of stress reactivity: acute stress increases prosocial behavior in humans. Psychological 
Science, 23, 651–660.

Werner, N., Jung, K., Duschek, S., and Schandry, R. (2009). Enhanced cardiac perception 
is associated with benefits in decision-making. Psychophysiology, 46, 1123–1129. DOI: 
10.1111/j.1469–8986.2009.00855.x

Wilkes, B. L., Gonsalvez, C. J., and Blaszczynski, A. (2009). Psychophysiological responses to win and 
loss events during electronic gaming machine (EGM) play: a pilot investigation. Gambling Research, 
21, 22–34.

10-Brosch-Chap10.indd   221 16/06/15   2:07 PM

OUP-FIRST UNCORRECTED PROOF, June 16, 2015



Affect, decision-making, and value222

Wilkes, B. L., Gonsalvez, C. J., and Blaszczynski, A. (2010). Capturing SCL and HR changes to win and 
loss events during gambling on electronic machines. International Journal of Psychophysiology, 78, 
265–272.

Williams, L., Phillips, M., Brammer, M. et al. (2001). Arousal dissociates amygdala and hippocampal 
fear responses: evidence from simultaneous fMRI and skin conductance recording. Neuroimage, 14, 
1070–1079.

Winkielman, P., Berridge, K. C., and Wilbarger, J. L. (2005). Unconscious affective reactions to masked 
happy versus angry faces influence consumption behavior and judgments of value. Personality and 
Social Psychology Bulletin, 31, 121–135. DOI: 10.1177/0146167204271309

10-Brosch-Chap10.indd   222 16/06/15   2:07 PM

OUP-FIRST UNCORRECTED PROOF, June 16, 2015




